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#### Abstract

This paper obtains an expression for the second-order bias of the maximum likelihood estimates of the parameters in the covariance matrix of the polarimetric SAR observation vectors, which are assumed to follow a complex normal distribution. The secondorder biases are very simple functions of the parameters, and, consequently, the second-order bias corrected estimates are very easy to compute. In particular, we discuss the performance of the corrected estimate of the absolute value of the complex correlation coefficient, which is a crucial parameter in the practical study of polarimetric SAR data.
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## 1 Introduction

The synthetic aperture radar - SAR- is an important conquest of the modern remote sensing technology. Through this kind of radar, important characteristics of the target returns can be studied, such as phase difference information, intensity ratio of different polarisations, etc. Applications include geology, oceanography, environmental sciences, planing for the use of the land, among others.

Data captured by this sort of radar are very rich in information and increasingly sophisticated techniques have been employed to extract this information.

As many other sciences working in the field of remote sensing, statistics has been an increasingly powerful tool in the hands of specialists in the area. This area of knowledge has served to model the information acquiring process and, in particular, to help the interpretation and classification of data through specific techniques.

In this work, we depart from a commonly accepted hypothesis about the statistical properties of targets: the normality hypothesis for homogeneous areas. From this hypothesis, we consider the maximum likelihood estimation of a very important parameter, the complex correlation coefficient between two elements of the polarisation vector. Then, we calculate a bias-corrected estimator of the absolute value of this complex correlation coefficient.

The rest of this paper is structured as follows: Section 2 sets up a complex normal model for the polarimetric data we are working with, in Section 3 we obtain the second-order bias of the MLE (maximum likelihood estimate) of the covariance parameters in this model, and, finally, in Section 4, the main conclusions are summarised.

## 2 A Model for Polarimetric Data

A polarimetric radar is a type of radar which works in all possible polarisations. In other words, it emits and receives signals in parallel polarisation $(H H, V V)$ or crossed polarisation $(H V, V H)$ and data captured by its sensors form the complete polarimetric matrix, defined as follows:

$$
\left(\begin{array}{cc}
S_{H H} & S_{H V}  \tag{1}\\
S_{V H} & S_{V V}
\end{array}\right)
$$

where $S_{k j}$ is the signal that is emitted in polarisation $k$ and received in polarisation $j$, where $k, j \in\{H, V\}$. Each element of this matrix is modelled as a complex random variable, i.e., $S_{k j}=X_{k j}+i Y_{k j}$, where $i=\sqrt{-1}$.

In general it is assumed that $\operatorname{Cov}\left(S_{k k}, S_{k j}\right)=0$, and this hypothesis has been used for the calibration of radar sensors.

This work is restricted to monostatic SAR, where the signal is emitted and received with the same antenna configuration. In this case, the matrix presented in eq. (1) is somewhat redundant. Since for this kind of sensors it holds that $S_{H V}=S_{V H}$, it is possible to use a more compact scattering matrix of the form

$$
\left(\begin{array}{l}
S_{1}  \tag{2}\\
S_{2} \\
S_{3}
\end{array}\right)
$$

where, for the sake of simplicity, the following notation is used $S_{H H}=S_{1}, S_{V V}=S_{2}$ and $S_{H V}=S_{3}$.
Following Lee at al., 1994 let us admit that the polarimetric vector presented in eq. (2) can be modelled as a complex normal random vector. A complex random vector $U$ is said to be complex normal if its real and imaginary parts, denoted by $X$ and $Y$ respectively, have bivariate normal joint distribution. In other words, $(X, Y) \sim N_{2}(\mu, C)$ where $\mu$ and $C$ are, respectively, the vector of means and the covariance matrix. Therefore, the density of $U$ is given by (Wooding, 1956)

$$
\begin{equation*}
f_{U}(u)=\frac{1}{\pi^{p}|C|} \exp \left(-u^{*} C^{-1} u\right) \tag{3}
\end{equation*}
$$

where $u^{*}$ is the transpose complex conjugate of $u$.
In this work a special case of the complex normal distribution is studied, one that is relevant for polarimetric SAR data modelling. This model, which consists of a restriction in the structure of the covariance matrix (Goodman, 1963; Lee et al., 1994) is defined by the conditions below. Let $S_{k}=X_{k}+i Y_{k}$ be any complex component of the vector given in eq. (2), then
i) $\mathrm{E}\left(X_{k}\right)=\mathrm{E}\left(Y_{k}\right)=0, \forall k$;
ii) $\mathrm{E}\left(X_{k}^{2}\right)=\mathrm{E}\left(Y_{k}^{2}\right), \forall k$;
iii) $\mathrm{E}\left(X_{k} Y_{k}\right)=0, \forall k \neq j$;
iv) $\mathrm{E}\left(X_{k} X_{j}\right)=\mathrm{E}\left(Y_{k} Y_{j}\right), \forall k, j$;
v) $\mathrm{E}\left(X_{k} Y_{j}\right)=-\mathrm{E}\left(Y_{k} X_{j}\right), \forall k, j$.

Under the aforementioned restrictions, it is said that the complex random vector defined in (2) obeys a circular complex normal distribution.

For purposes of inference, we remind that data will be always available in one of the following formats: intensity pair, intensity-phase pair, phase difference or intensity ratio. In any of these formats, we can only recover information on two of the three components of the random vector defined in (2). For this reason, we can assume that our observations are two-dimensional complex random vectors, constituting a subset of (2). Our main goal is to obtain, from these two dimensional observations, the MLE of the relevant parameters in the above model, together with their second-order bias correction, as explained in the next section.

## 3 Second order bias correction

It is well known that MLEs are, in general, biased estimators of the true parameter values. This bias can be ignored in many practical situations, since it is typically of order $O\left(n^{-1}\right)$, while the asymptotic standard deviation of the estimator has order $O\left(n^{-1 / 2}\right)$, where $n$ is the sample size. However, for small values of $n$, or, more generally, when there is little information, bias can constitute a problem and correction efforts are worthy.

Let $\hat{\theta}$ be the MLE of the parameter $\theta$. It can be proved that, under very mild conditions, it holds that

$$
\mathrm{E}(\hat{\theta})=\theta+B(\theta)+O\left(n^{-2}\right)
$$

where $B(\theta)$ is of order $O\left(n^{-1}\right)$ and it is called "the second order bias" of $\hat{\theta}$. It can be shown that the bias of $\tilde{\theta}=\hat{\theta}-B(\hat{\theta})$ has order $O\left(n^{-2}\right)$. Therefore, the estimator $\tilde{\theta}$ constitutes a bias correction of $\hat{\theta}$.

We want to derive the second-order bias of the MLEs of the parameters in the covariance structure of the vector presented in (2), where these MLEs have to be obtained from observing a two dimensional sub-vector of (2). In particular, we are interested in obtaining a corrected estimate for the absolute value $\left|\rho_{c}\right|$ of the complex correlation coefficient. This quantity measures the degree of linear relationship between two complex random variables, i.e., if $A$ and $B$ are two complex random variables with zero mean, then $\left|\rho_{c}\right|=1$ iff there is a complex constant $z$ such that $B=z A$.

Following Lee et al. (1994), this complex correlation coefficient $\left|\rho_{c}\right|$ between any pair of elements $S_{k}$ and $S_{j}$ of the polarimetric vector is defined as

$$
\begin{equation*}
\rho_{c}=\frac{E S_{k} S_{j}^{*}}{\sqrt{E\left|S_{k}\right|^{2} E\left|S_{j}\right|^{2}}}=\left|\rho_{c}\right| e^{i \theta} \tag{4}
\end{equation*}
$$

Since $\left|\rho_{c}\right|$ is directly involved in the densities of the models used for multilook amplitude and intensity SAR data, this is the quantity to be addressed here.

Let $S$ be a two-dimensional sub-vector of $U$, say $S^{T}=\left(S_{k}, S_{j}\right)$ where $S_{p}=X_{p}+i Y_{p}$, for $p=k, j$ and $j, k=1,2,3$. In this case the complex covariance matrix associated to $S$ is defined as

$$
\mathrm{E}\left(S S^{*}\right)=\left(\begin{array}{ll}
\mathrm{E} S_{k} S_{k}^{*} & \mathrm{E} S_{k} S_{j}^{*}  \tag{5}\\
\mathrm{E} S_{j} S_{k}^{*} & \mathrm{E} S_{j} S_{j}^{*}
\end{array}\right)
$$

Since any complex number can be represented as a two-dimensional vector, we can consider a four-dimensional real covariance matrix corresponding to (5).

Let $\sigma_{p}^{2}=\mathrm{E} S_{p} S_{p}^{*}=\mathrm{E}\left|S_{p}\right|^{2}$. Applying restriction (ii) of Section 2, we obtain

$$
\begin{equation*}
\sigma_{p}^{2}=\mathrm{E} X_{p}^{2}+\mathrm{E} Y_{p}^{2}=2 \mathrm{E} X_{p}^{2} \Rightarrow \mathrm{E} X_{p}^{2}=\frac{\sigma_{p}^{2}}{2} \tag{6}
\end{equation*}
$$

The off-diagonal terms in (5) can be written as

$$
\begin{equation*}
\mathrm{E} S_{k} S_{j}^{*}=\mathrm{E}\left(X_{k}+i Y_{k}\right)\left(X_{j}-i Y_{j}\right)=\mathrm{E}\left(X_{k} X_{j}+Y_{k} Y_{j}\right)+i \mathrm{E}\left(Y_{k} X_{j}-X_{k} Y_{j}\right) \tag{7}
\end{equation*}
$$

and, from restrictions (iv) and (v) in the last section, we get

$$
\begin{equation*}
\mathrm{E} S_{k} S_{j}^{*}=2 \mathrm{E} X_{k} X_{j}-i 2 \mathrm{E} X_{k} Y_{j} \tag{8}
\end{equation*}
$$

Also, it can be readily seen from equation (4) that

$$
\begin{equation*}
\mathrm{E} S_{k} S_{j}^{*}=\left|\rho_{c}\right|(\cos (\boldsymbol{\theta})+i \operatorname{sen}(\theta)) \sigma_{k} \sigma_{j} \tag{9}
\end{equation*}
$$

and, equating real and imaginary parts in (8) and (9), we get

$$
\begin{equation*}
\mathrm{E} X_{k} X_{j}=\frac{\left|\rho_{c}\right| \cos (\theta) \sigma_{k} \sigma_{j}}{2} \quad \text { and } \quad \mathrm{E} X_{k} Y_{j}=\frac{-\left|\rho_{c}\right| \operatorname{sen}(\theta) \sigma_{k} \sigma_{j}}{2} \tag{10}
\end{equation*}
$$

Let's consider the four-dimensional real random vector $Z$, containing the real and imaginary parts of the components of $S$. Hence, we have

$$
Z=\left(\begin{array}{l}
X_{k} \\
Y_{k} \\
X_{j} \\
Y_{j}
\end{array}\right)
$$

and the covariance matrix of $Z$ is given by

$$
\Sigma=\mathrm{E} Z Z^{T}=\left(\begin{array}{cccc}
\mathrm{E} X_{k}^{2} & \mathrm{E} X_{k} Y_{k} & \mathrm{E} X_{k} X_{j} & \mathrm{E} X_{k} Y_{j}  \tag{11}\\
\mathrm{E} Y_{k} X_{k} & \mathrm{E} Y_{k}^{2} & \mathrm{E} Y_{k} X_{j} & \mathrm{E} Y_{k} Y_{j} \\
\mathrm{E} X_{j} X_{k} & \mathrm{E} X_{j} Y_{k} & \mathrm{E} X_{j}^{2} & \mathrm{E} X_{j} Y_{j} \\
\mathrm{E} Y_{j} X_{k} & \mathrm{E} Y_{j} Y_{k} & \mathrm{E} Y_{j} X_{j} & \mathrm{E} Y_{j}^{2}
\end{array}\right)
$$

Applying restrictions (i) to (v) of Section 2 and the results in (6) and (10), we arrive at

$$
\Sigma=\frac{1}{2}\left(\begin{array}{l}
\sigma_{k}^{2} 0\left|\rho_{c}\right| \cos (\theta) \sigma_{k} \sigma_{j}-\left|\rho_{c}\right| \operatorname{sen}(\theta) \sigma_{k} \sigma_{j}  \tag{12}\\
0 \sigma_{k}^{2}\left|\rho_{c}\right| \operatorname{sen}(\theta) \sigma_{k} \sigma_{j}\left|\rho_{c}\right| \cos (\theta) \sigma_{k} \sigma_{j} \\
\left|\rho_{c}\right| \cos (\theta) \sigma_{k} \sigma_{j}\left|\rho_{c}\right| \operatorname{sen}(\theta) \sigma_{k} \sigma_{j} \sigma_{j}^{2} 0 \\
-\left|\rho_{c}\right| \operatorname{sen}(\theta) \sigma_{k} \sigma_{j}\left|\rho_{c}\right| \cos (\theta) \sigma_{k} \sigma_{j} 0 \sigma_{j}^{2}
\end{array}\right)(1,
$$

The quantities in (12) are unknown and will, in practice, be estimated. Let $\boldsymbol{\sigma}^{T}=\left(\boldsymbol{\sigma}_{k}, \boldsymbol{\sigma}_{j},\left|\rho_{c}\right|, \boldsymbol{\theta}\right)$ be the vector of the parameters in (12). Then, the total log-likelihood for this vector of unknown parameters, given the $n$ observable data $\sigma^{T}=\left(\sigma_{k}, \sigma_{j},\left|\rho_{c}\right|, \theta\right)$ is

$$
\boldsymbol{\sigma}^{T}=\left(\boldsymbol{\sigma}_{k}, \boldsymbol{\sigma}_{j},\left|\rho_{c}\right|, \theta\right)
$$

and the maximum likelihood estimates are obtained by solving a system of four equations:

$$
\begin{equation*}
\sum_{i} z_{i}^{T} \Sigma^{-1} \Sigma_{k} \Sigma^{-1} z_{i}=n \operatorname{tr}\left(\Sigma^{-1} \Sigma_{k}\right) ; \quad k=1, \ldots, 4 \tag{13}
\end{equation*}
$$

where $\Sigma_{k}$ is a matrix representing the derivative of the covariance matrix with respect to the $k$ th element of $\sigma$ and $t r$ stands for the trace of the matrix. The equations in (13) are, in general, non-linear, but can be solved by Fisher's scoring method or any iterative re-weighted least squares.

We proceed to the calculation of the second-order bias of the parameters. From Cordeiro and Vasconcellos (1997), the vector $B(\boldsymbol{\sigma})$ containing the respective second-order biases of the components of the parameter vectors can be calculated as

$$
\begin{equation*}
B(\sigma)=\left(V^{T}{\underset{\sim}{\sim}}^{-1} V\right)^{-1} V^{T}{\underset{\sim}{\sim}}^{-1} \xi \tag{14}
\end{equation*}
$$

where

$$
\begin{aligned}
& \xi=-\frac{1}{n} W \operatorname{vec}\left[\left(V^{t}{\underset{\sim}{2}}^{-1} V\right)^{-1}\right] \\
& W=\left(\operatorname{vec}\left(\Sigma_{11}\right), \operatorname{vec}\left(\Sigma_{12}\right), \ldots, \operatorname{vec}\left(\Sigma_{43}\right), \operatorname{vec}\left(\Sigma_{44}\right)\right) \\
& V=\left(\operatorname{vec}\left(\Sigma_{1}\right), \ldots, \operatorname{vec}\left(\Sigma_{4}\right)\right) \\
& \Sigma=\Sigma \otimes \Sigma
\end{aligned}
$$

with $\Sigma_{k j}$ being the second derivative of the covariance matrix with respect to the $k$-th and $j$-th components of the vector $\sigma$, for $k, j=1, \ldots, 4, \otimes$ is the Kronecker product and vec is the vec operator, which transforms a matrix into a vector by stacking the columns of the matrix one underneath the other.

After some manipulations, we obtain

$$
\begin{equation*}
B^{T}(\boldsymbol{\sigma})=\left(-\frac{\sigma_{k}}{8 n},-\frac{\sigma_{j}}{8 n}, \frac{\left(1-\left|\rho_{c}\right|^{2}\right)^{2}}{4 n\left|\rho_{c}\right|}, 0\right) \tag{15}
\end{equation*}
$$

where each element of the vector $B$ is the second-order bias of the corresponding element of the vector $\sigma$.

We define the corrected estimate of the absolute value of the complex correlation coefficient as:

$$
\begin{align*}
& \left|\tilde{\rho}_{c}\right|=\left|\hat{\boldsymbol{\rho}}_{c}\right|-B\left(\left|\hat{\boldsymbol{\rho}}_{c}\right|\right) \Rightarrow \\
& \left|\tilde{\boldsymbol{\rho}}_{c}\right|=\left|\hat{\boldsymbol{\rho}}_{c}\right|-\left|\hat{\boldsymbol{\rho}}_{c}\right|\left(\frac{\left(1-\left|\hat{\boldsymbol{\rho}}_{c}\right|^{2}\right)^{2}}{4 n\left|\hat{\boldsymbol{\rho}}_{c}\right|^{2}}\right) \Rightarrow \\
& \left|\tilde{\rho}_{c}\right|=\left|\hat{\boldsymbol{\rho}}_{c}\right|\left(1-\left(\frac{\left(1-\left|\hat{\boldsymbol{\rho}}_{c}\right|^{2}\right)^{2}}{4 n\left|\hat{\boldsymbol{\rho}}_{c}\right|^{2}}\right)\right) \tag{16}
\end{align*}
$$

On the graphs below, we present the value of the corrected MLE against the uncorrected one, for the sample sizes $n=40,60,100,500$. It can be observed that:
i) $\left|\hat{\rho}_{c}\right| \approx\left|\tilde{\rho}_{c}\right|$ when $n$ is large (as expected)
ii) the second-order bias correction leads to a reasonable estimator only if the maximum likelihood estimator is greater than $\sqrt{n+1}-\sqrt{n}$ (after this value, the corrected estimator becomes negative) and smaller than 0.5 . After this point, the bias correction becomes unnecessary for almost all sample sizes.

Also, we observe that the second-order bias correction can be an important tool to calibrate the image system, when we have little information in our sample or when the sample size is small.

## 4 Conclusions

We have calculated the second-order bias of the MLE of the complex correlation coefficient, assuming data has a complex normal distribution. From this second-order bias, we obtained a new estimator, corrected up to the second order. This correction is important, since, for small sample sizes, the bias correction can bring our estimates towards the true parameter value. However, the corrected estimator has some deficiencies.
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