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Abstract. This paper describes a VLSI architecture for classification of multi- and hyperspectral imagery using
Fuzzy Logic with trapezoidal membership functions. The fuzzy classifier is implemented using a rule-based
approach, where each class is defined as a set of sub rules. There is only one sub rule associated to each band
within a class. Each sub rule is implemented as a dedicated paralel hardware. A prototype of the proposed
classifier was built using Field Programmable Gate Arrays (FPGASs) Xilinx Spartan-1l. As a case study, this

prototype was constructed as an eight-band image classifier capable to distinguish among four classes of interest
and onerejection class.
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1. Introduction

In severd agpplications, such as pattern recognition and image classfication, an goplication
specific hardware is desrable rather than a generd-purpose hardware Hung (1995). However,
a dedicated hardware is in genera much more expensve than a generd-purpose one. On the
other hand, it is often impossble to implement high padldism in such generd-purpose
hardware systems, which can be a disadvantage in red-time gpplications, if it is needed.

In gspecific cases such as remote sensng image cdasdfication, a red-time hardware
classfier can reduce the time of image andyss in severd engineering applications by
reducing time spent in multispectrd and hyperspectra image classfication usng pardldism.

However, the task of implementing a classcad pattern recognition method like maximum
likdihood Duda, Hat and Stork (2001) or others based on datistics requires, in generd,
adding floating-point arithmetic which increases the price of the find gpplication due to the
need of intensve computing and complex architectures. Furthermore, if we try to solve these
problems by usng a look-up table gpproach, we will need more memory units. Memory
modules occupy lots of area on an dectronic chip increasing, therefore, the find cost of the
desred system.

In many dgtudions, thus an aithmetic hardware approach to implement an image
classfier is more feasble and less expensve. Neverthdess, it is not completely true if we try
to implement a datidics-based classfier. Hence, a classfier architecture able to work using
ample hardware, basc mathematica operations and pardld sructures and il achieving
good classfication resultsis highly desirable when execution time is a criticd varigble.

In this context, a fuzzy classfier is one of the mogt feasble gpproaches Hung (1995). A
fuzzy classfier is based on Fuzzy Logic, a generdization of the Set Theory which includes
the idea of sets having non-defined boundaries, caled fuzzy sets Bezdek (1981).

Fuzzy classifiers are based on rulesHung, D. L. Dedicated Digital Fuzzy Hardware, IEEE Micro, Aug, 1995.
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Roubos (2001) that describe logic relations (intersections and unions) among the subsets
in a dass Such rddions ae implemented by computing minimum and maximum vaues,
which can be essly implemented in pardld hardware. It dramatically decreases required
classfication time and, consequently, reduces the time-to-market of the product (the image
andyss).

In Fuzzy Logic, each subset within a class is associated to a fuzzy membership function,
usudly represented by smple functions like triangles and tragpezoids Bezdek (1981). On the
other hand, probability dengty functions are usudly difficult to congtruct without the use of
look-up tables or memory units. Furthermore, triangular and trapezoidd functions are eesly
computed by smple arithmetic comparisons and linear operations. Consequently, they dlow a
better use of areaand logic blocks on a chip.

Therefore, a dedicated fuzzy hardware, despite its low level of flexibility, is probably one
of the best ways to get high classfication speeds a a reasonable accuracy Hung (1995). In
addition, the dedgn cogst to implement fully dedicated hardware is exponentidly decreasing
due to the avalable technology of high-dendty configurable hardware, like FPGA (Fied
Programmable Gate Arrays).

This work addresses the proposd of VLS architecture to implement a programmable
fuzzy cdasdfier based on trgpezoidd membership functions to cdassfy mult- and
hyperspectrad images. To vadidate this proposa, a fuzzy classfier was implemented in an
FPGA Xilinx Spartan-1l usng eight spectra bands to classfy in four classes of interest and a
rgection class. The parameters used to describe the trapezoidd membership functions are
obtained by a hardware/software codesign gpproach utilizing a fuzzy classfication extenson
of ENVI implemented employing the IDL programming language, Research Systems Inc
(2002).

2. Fuzzy Classfication Methods

The proposed fuzzy classfier architecture employs the norriterative methods described in
Santos (2003) based on trgpezoidd membership functions. Those dgorithms dlow multi- and
hyperspectral image classfication using alow cost computing approach.

A digitd imege f :[0,...m-1" [0,..,n-® WP" is a function mapping a m" n grid
into the p -dimensiond red space. Thus, f is an image of Sz2 m™ n and composed by p
gpectra bands. It is common to represent f by a m n p marix. Each p-dimensgond
dement f(i,j),whee OL£i£m-1and OF£ j£n- 1, is considered a p -dimensond fegture
vector.

Let X :(xl,xz,...,xp)T R” be avector having p red features corresponding to a pixel of

theimage f , where the component X; is related to the pixel vaue in the | -thband. Let dso
denoteby W=(C,,C,,...,.C,,) the set of the M classes present in the image. Each class C, is
associated to a real discriminant function g, :R?” W® R giving the degree of membership

of the feasture vector X to the class C,, that is “how much” X belongs to C,. The

classfication is a decison made according to the winner class criteria Duda, Hart and Stork
(2001), asfollows:

9« (X) =max(g;, g, Gu) P X1 Cy (D)
Considering M - 1 classes of interest, we can define the M -th class as the rejection class. Each class C, is
composed by aset of N fuzzy rulesHung, D. L. Dedicated Digital Fuzzy Hardware, |IEEE Micro, Aug, 1995.
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Roubos et. d. (2001) formed by A, sets, where LEKE M -1 and 1£ j £ N:

{xT AJU{xT A} U--U{xT A} P XI C, )

Each A, st is associaed to a fuzzy membership function u,:R® [0]]. The
membership functions represent the degree of membership of the vdue x; to the set A, that

is, how much of the x; component isin A, . We can see that, in the specific case of remote

sendng image dasdfication, the number of fuzzy rules defining a dass, as shown in
equation (2) equds p , which isthe number of bandsin animage.

Bezdek (1981) says that Fuzzy Logic can be considered a natura extenson of Boolean
algebra, where the “and” operation, denoted by “U”, is related to the minimum operation and
can be associated to the intersection among sets, whereas the “or” operation, denoted by “U”,
is the extraction of maximum vaues, asociated to the union among sets. Hence, the
discriminant function g, of the class C, isdefined asfollows where LEK £ M - 1:

N .
9k (X) = J,I:lukj (Xj) © Min( Ug, (%), U, (3%)-- -, Uiy (%)) (©)
Where C,, isthe regjection class. Its discriminant function g,, is obtained defining C,,
aC,=CEC,E...EC, ;. So,

Om (X) =1- rna((gl(x)’gz(x)""’gM—l(X))' (4)
The membership functions u,; used here are trgpezoidal and defined as follows:

0, x<a, Ux>d,,

i
i
i
:I' (X - akj)
1

——, a8, £X<Db,
b - a. j {
u 9=} B~ &) ©
: 1, by £x£c,
i
. (x-d,
.|.u’ ij <X£dkj
f(ij - dkj)

Trapezoidd membership functions are used to dlow capturing data asymmetry presented
in data histograms within each band using the paaneters a,, b, ¢, ad d; which ae

calculated by the use of several methods, like the ones described in Santos (2003).

3. Image Classfication with Fuzzy Hardware

As usud, given a specific agorithm, dedicated hardware designed with a good “dgorithm to
achitecture® mapping and gppropriste technicad handling adways yiedds the highest
performance Hung (1995).

This assumption is based on the dlocation of optimized resources for an efficient
processng and it comprises two man aspects (i) the use of applicationspecific functiond
units, specidly designed for some particular pupose and, therefore, optimized for a given
data operation, and (ii) the possihility of concurrent processng through the multiple alocation
of severd functiond units that can perform independent data deding Smultaneoudly.
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Even though the draightforward advantages that dedicated hardware usudly offers with
repect to performance, the development of a specific architecture usudly requires a high cost
of both desgn and implementation, when compared to a Smilar software solution. This is
manly due to the low abdraction levd that leads the desgn of optimized digitd systems.
Often, the desred performance is atained only when some of the well-known reductions rules
of Boolean algebra can be used. At this level, a good knowledge of the technology sed for
the physicd implementation of the design might be worthy.

The amplicity and versatility of the presented fuzzy agorithm, the advent of high-densty
eectronic VLS chips the avalability of programmable logic devices like FPGAs (Fied
Programmable Gate Arrays) and CPLDs (Configurable Programmable Logic Devices),
together with the powerful high level HDLs (Hardware Description Language) and its specific
tools make dedicated digitd Fuzzy hadwae a feasble solution for implementing high-
performance classfication systems.

Making use of the VHDL (Vey high speed Hardware Description Language) and the
Xilinx Foundation Series tools to describe the entire design into the Spartanll FPGA, the
system was rapidly prototyped in a 200,000 equivaent gates device.

This kind of platform dlows the desgn entry by means of textud descriptions of the
modules that compose the system, following a bottomrup methodology, where the highest
level modules are implemented by the connection among previous syntheszed modules
(lowest level macros).

The basc sysem macro is presented in Figure 1. The block denominated MBFU
(Membership Functiona Unit), implements the Fuzzy trapezoid membership function defined
above. The MBFU B able to cope with severd bands of a multispectrd image, taking as input
a set of data, which can be a sequence of bytes composing a pixel or a sequence of parameters
describing a specific trgpezoidd membership function. When we are applying a pixd in its
input, the MBFU evaluates the degrees of membership for each band and each class.

For the case study presented here, eight bands of a multispectra image can be processed
and cdasdfied by this module. The degrees of membership of each band are avalable dong
the eight MBFU output ports, as can be seenin Figure 1.
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MEFU

—
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Made Cata_out_5
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Cik Cata_out_

|
Figure 1: Member ship function unit of the fuzzy classifier.

Structuraly, the input and output ports avallable & each macrocel endble the integration
among the modules and dlow reeching higher sysem leves through the dudering of
functiond units

Another macrocdl, denominated MINS, computes the intersection among the
membership functions by means of a minimum operator. This module is adle to perform this
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operation concurrently, since the degrees of membership are dl available a the MBFU output

ports.

Figure 2 presents the MIN8 unit, showing its structure composed by the replication of
eght lower levd MIN2 macros. These latter are smple implementations of the comparison

between two 8-bit vaues.
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Figure2: Functional unit that implementsthe minimum among eight 1-byte values.
To obtain the discriminant function of the proposed fuzzy classfier, the features of both

MBFU and MIN8 modules are linked as can be seen in Figure 3. This arrangement was
labeled as DFU (Discriminant Functiona Unit).
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Figure 3: Discriminant functional unit

The use of severd DFU modules working in pardle makes possble daa classfication
among a variety of defined classes. In this paper, we describe the implementation of a fuzzy
classfier adle of digtinguishing among four classes of interest and one rgjection class.

According to the fuzzy classficatiion agorithm proposed in this paper, the winner class
will be the one with the highest discriminant function vaue or, rather, the class reated to the
DFU modue outputting the highest vaue onits port.
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Figure4: Maximum among four values

The maximum vdue among four outputs coming from DFUs can be evauated
amultaneoudy by means of a MAX4 unit (Figure 4), which is composed of three MAX2
macrocells that implement the extraction of the grestest vaue between two 8hit vaues. Also,
these modules are adle to identify the winner input through the W hinary sgnds, which are
decoded by the Class unit.

The Wh dgnds hold the winner class index by the compostion of the hierarchicd
comparison toward the maximum vaue through the modules (Figure 4). The class module
was desgned to decode the Wn dgnds deemining the class that has the greatest
membership leve.

The last decison is made by the REJ functiond unit, which takes into account the
outcome vaue from the MAX4 unit and rgects the classfication obtained if that vaue is
lower than haf the maximum that could be reached. In our case the maximum vaue would be
255 (8-hit architecture). The maximum operator, the winner class decoding and the rgection
andysis are grouped into the Selector unit (Figure 5).

CLASS r 2

REJ e

MAXS —

SELECTOR

Figure5: Selector unit including thergjection unit

The top-level system is obtained connecting the aforementioned units as shown in Figure
6. Such architecture is ale to identify, among four diginct classes, to which class a pixd
beongs to. It is made by the previous configuration of the fuzzy classfier through the
provided interface (Addr and Data_in ports). When the classfication process end, the

classfication result is presented at the host port and ainterrupt sgnal is generated (Int ).
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Figure6: top level architecture of the fuzzy hardware classifier

4. Conclusons

This paper presents a dedicated fuzzy architecture proposd for multi- and hyperspectra
image classfication. A prototype was built usang Xilink Spartan-ll FPGAs and smulations
were performed usng the Xilinx Foundation software. The platform was composed by a
Spartan-1l FPGA dlocated in a PCl board able to generate interruptions to the operational
sysem.

When the entire system was implemented into a 200,000 equivaent gates FPGA, amost
90% of the avalable configurable logic blocks were occupied. The maximum speed reached
after dasdfier synthess was about 40MHz, which is perfectly compatible with the PCl bus
speed (33MHz).

There was a tight condraint imposed over the design performance requiring that the
above clock frequency be only attained after skilled modifications on the VHDL code
description of each module. Although the hardware abstraction brought by the use of VHDL
helps reducing erors and facilitates the desgn dtage, it turns difficult the dircuit synthess
when ahigh leve of abgraction is used.

In our case it was a serious problem. We had to use a bottom-up approach, which conssts
of desgning the mogst basc modules firs and, afterwards, building the more complex ones
using these basic parts.
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Regarding to the functionality, the architecture proposed here can be seen as a good
dterndive for a ragpid prototyping of a fuzzy classfier. Deding each pixel independently, the
architecture is suitable to cope with images of arbitrary Sze, snce the daa is sequentidly sent
to the platform, dlowing severd formats of image inputs. This festure is s8dom available in
platforms that solely employ software.
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